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minimise this residual by somehow modifying the image: in 
effect we are implementing a form of data regularisation and 
spectral shaping via inversion, so as to obtain an enhanced image 
in better agreement with the Earth’s reflectivity. Figure 1 shows 
flowcharts comparing a conventional migration workflow with a 
LS migration workflow (Verschuur and Berkhout 2015).

It should be noted that this procedure assumes that:
1.  We have an accurate velocity model in a kinematics sense, 

and
2.  That the data are not corrupted in any way by organised 

coherent noise such as multiples or converted modes.

If we were to modify both the image and the velocity model to fit 
the data, this would become a form of waveform inversion, and 
with this in-mind, a number of techniques have been developed 
to separate the long wavelength (velocity-related) and shorter 
wavelength (reflectivity-related) updates. Examples of these are 
Joint Migration Inversion (JMI: e.g. Verschuur and Berkhout, 
2015), the simultaneous inversion of velocity and reflectivity 
method of Yang et al (2021), and the scale separation waveform 
inversion method of Zhou et al. (2015), among others. An exten-
sion to these methods would be to work with field data including 
all families of multiples, and then to perform the forward mod-
elling (demigration) with a two-way propagator so as to include 
multiples, and then the iterative image update would constitute a 
method of ‘imaging with multiples’, referred to as Full Wavefield 
Migration (FWM) in the work of Berkhout and Verschuur (1997) 
and Berkhout (1999; 2014).

Introduction
Migration algorithms rely on various numerical approximations 
to form an image: these approximations have shortcomings 
which inevitably lead to noise and loss of resolution in the image. 
In addition, sampling irregularity can also lead to sub-optimal 
imaging. The idea behind least-squares (LS) migration, is to 
try to mitigate some of these shortcomings, so as to improve: 
resolution, amplitude balance, and the signal-to-noise ratio in the 
resulting modified image (Schuster 1997; 2017; Nemeth et al. 
1999; Hu et al. 2001). A fundamental assumption of LS migration 
is the correctness of the model for predicting the kinematics of 
reflections.

The underlying idea behind all LS migration methods can be 
described as follows. Imagine that we have some perfect data, 
very densely sampled with no irregularities, no multiples, and 
no noise. And, if we also had a migration algorithm as a perfect 
inverse operator and the ‘correct’ velocity model, then if we 
migrated these data to produce an image and then de-migrated 
this image to create synthetic modelled pre-stack shot gathers, 
we would perfectly reproduce the original input shot gathers. 
Subtracting the synthetic modelled (de-migrated) data from 
the original data would give us a ‘residual’, which would be 
everywhere zero in this ‘perfect’ scenario. However, our input 
data are not perfectly sampled – they have gaps in the surface 
sampling due to acquisition limitations, variability in subsurface 
illumination due to refraction in the overburden, and varying 
amplitude due to source energy variation and receiver coupling, 
etc. We can now set-up an iterative inverse problem so as to 
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Table 1 summarises the various options available for per-
forming the LS modification of an existing image. The first step 
for all methods is to take the final production migration stacked 
image, and to demigrate it with the velocity model used to form 
this production migration as input. This creates a set of synthetic 
shot gathers. The synthetic computation uses the shot and receiver 
locations used in the migration of the field data, with or without 
source and receiver regularisation. A formal mathematical rep-
resentation of these procedures is outlined in Appendix 1. In the 
following sections, we will expand on the image and data domain 
LS migration options and some of its main practical aspects.

Image domain LS migration
Migrate the synthetic shot gathers to form synthetic CRP gathers. 
It is important to note that these CRP gathers will be perfectly 
flat as they were migrated with the velocities used to create them. 
However, any residual velocity error in the final velocity model 
being used in the procedure will have given rise to real CRP gath-
ers that were not perfectly flat. This mis-match between the field 
data CRPs and the synthetic CRPs will be discussed later. If using 
a stacked image from field data to act as reflectivity model for the 
forward modelling (to create the synthetic shot gathers), we need 
to ensure that the image being used is ‘clean’ and well sampled. 
This might thus require some image post-processing to remove 
noise. To prevent spatial aliasing for the dips and bandwidth 

In addition to the simplified description above, we need 
to consider whether the residual is formed on data following 
migration either using, say, the standard migration image or 
perhaps using Common Reflection Point (CRP) gathers (image 
domain LS migration: e.g. Khalil et al. 2016; Fletcher et al. 
2016; Lu et al., 2017) or alternatively via matching modelled 
data against the pre-processed shot gathers (data domain LS 
migration, see Appendix for more detail). The matching itself 
could be via an iterative procedure or a simpler and much less 
costly one-pass approach (Nemeth, et al. 1999; Hu et al. 2001; 
Guitton, 2004).

The procedure of LS migration is performed only on a final 
production image after completion of all velocity model updates 
(as we assume that the model is ‘perfect’), and the procedure of 
LS modification of this final image can be applied to any form 
of migrated image, e.g. time migration, Q-migration, Kirchhoff 
depth migration (Casasanta et al., 2017), RTM (Wong, 2013; 
Zhang et al., 2015; Wang et al., 2016; Fletcher and Cavalca, 
2018), etc. Perhaps it is better thought of as an LS modification 
of an existing image, rather than as a form of migration in 
itself. Importantly, note that LS migration cannot improve the 
structure of the image itself, as there is no change in the position 
of events: it is only the amplitude balance (and corresponding 
illumination), resolution, and SNR that the LS modification can 
hope to improve.

Figure 1 Top: Conventional migration. Bottom: Least 
Squares (primaries-only) migration

Image domain
Post-stack

Image domain
Pre-stack

Data domain
Pre-stack

Migrate the synthetic shot data to form 
synthetic CRP gathers and stack them. In 
small overlapping windows, create shaping 
filter operators to make the synthetic image 
resemble the target image. Apply these 
shaping operators to the real image, so as 
to ‘de-blur’ the field image. Single iteration 
approach.

In small overlapping windows, create shaping 
operators to make each individual offset 
image resemble the target image. Apply the 
operators to each offset class independently. 
By using the same target image for all 
offsets, we avoid introducing spurious AVO 
effects. Single iteration approach.

Subtract the field data shot gathers from the 
synthetic (modelled) shot gathers to form a 
residual. Migrate this residual and subtract a 
scaled version of this ‘residual image’ from 
the original field data migrated image. This 
procedure closely resembles FWI, but here 
we are updating the image rather than the 
associated velocity. Performed with one or 
more iterations.

Table 1 Additional steps involved in an LS procedure, after demigration (forward modelling) using the production migration image as the reflectivity model.



F I R S T  B R E A K  I  V O L U M E  4 1  I  M A R C H  2 0 2 3 2 9

TECHNICAL ARTICLE

2016) suggests that the image domain method could achieve 
comparable or better results in a subsalt scenario. This can be 
related to the locality of the filters in the image domain approach 
and the simplicity and high efficiency for readjusting filter char-
acteristics (Fletcher et al., 2016) without the need to remodel and 
remigrate the data. Nevertheless, there are some cases that cannot 
be treated in the image domain such as reducing artifacts when 
migrating multiples (e.g., Wong et al., 2014) as well as reducing 
sampling artifacts with LS migration. For these cases, the data 
domain approach is a better solution although its use has not been 
widespread due to its cost and other limiting factors such as the 
use of inaccurate physics.

Iterative versus non-Iterative methods
This comes down to cost: each iteration of the LS modification 
costs the same (about twice the cost of a basic migration, as each 
iteration requires a demigration of the input plus a remigration 
of the created synthetic data). It can be observed that most of the 
desired image improvement comes from the first few iterations 
of an iterative LS migration, but most of the uplift is obtained in 
just the first iteration: hence the interest in a cheaper single-pass 
approach. The design of the iterative strategy could simply be to 
repeat the method used in the original single pass, or employ a 
more elegant LS minimisation of the residual (e.g. Duan et al., 
2020). Here the residual would be formed from the difference 
between the previous de-blurred real data and the current syn-
thetic data. A hybrid scheme could use a first pass of deblurring 
operators obtained in the image domain and a single pass of a data 
domain step (e.g., Aoki and Schuster, 2009).

Presence of velocity error
Given that the LS techniques assume that the migration velocity 
model is perfect, then in an image domain LS scheme the syn-
thetic CRP gathers produced in the demigration and subsequent 
remigration will be perfectly flat. If we compared these gathers 
to the real (and not perfectly flat) CRP gathers and derived the 
LS shaping operators, we would introduce a peculiar error which 
would vary throughout the data depending on how non-flat 
the real CRP gathers were. Hence, in the presence of velocity 
error, the LS modification can actually degrade the result. One 
approach towards circumventing this problem would be to apply 
the shaping operators to individually processed offset volumes, 
thus preserving the (non flat) RMO behaviour in the gathers (e.g. 
Wang et al., 2020; Shadrina et al., 2020), and/or use large probe 
windows in the computation of the filters so as to avoid localised 
velocity uncertainties. A bigger problem appears when the 
velocity model contains high contrast layers, such as the presence 
of a salt body, which might have been erroneously located in the 
model from interpretation due to lack of signal. In this particular 
case, unwanted ‘signal’ might be introduced in the LS migrated 
result. A solution to this problem is to avoid computation of filters 
in these regions (e.g., Fletcher and Cavalca, 2018).

Attenuation considerations
For dealing with attenuation (Q), there are differing ways to 
approach the problem. If we had used a conventional (non-Q-com-
pensating) migration algorithm to create the initial image, then 

being modelled, some interpolation of the traces in the image 
might be required. These procedures will be designed to ensure 
that the modelled (synthetic) shots are free of numerical artefacts.

The synthetic CRP gathers are now stacked to form a synthet-
ic image, and shaping operators designed in small overlapping 
windows are applied to make the synthetic image look like the 
target image: these operators can be thought of as deblurring 
filters. These operators are now applied to the original field data 
image, and if all is working well the effect will be to enhance 
resolution and suppress noise in the field data image. There are 
different choices for the target image, such as the field migrated 
stack as previously described. Another choice corresponds to the 
use of a volume with regularly sampled point spread functions 
(PSF’s: e.g. Fletcher et a., 2016). The LS workflow is independ-
ent of the choice of target image, which is also independent of 
the background velocity which is assumed to be a smooth model. 
The selection of target reflectivity with PSFs or a migrated field 
image might produce slight differences depending of the geology 
being treated as well as specific characteristics of the filters being 
used (e.g., Aoki and Schuster, 2009; Wang et al. 2017). Guitton 
(2004) proposed the use of nonstationary matching filters (to 
approximate the inverse Hessian in a single iteration: see equation 
A4 in the Appendix), which are derived and applied spatially in 
overlapping windows, whereas Wang et al. (2017) proposed the 
derivation of the filters in the curvelet domain as a way to better 
separate illumination direction and frequency scale in the image 
when matching the field and the synthetic image.

If working directly on the CRP gathers (pre-stack image 
domain LS modification) then the adaptation filters can be 
computed for each offset volume independently. For a stack or 
for each offset volume, the compute cost of LS migration in 
the image domain is about two to three times that of a standard 
migration, with the modelling step accounting for most of the cost 
(computation of filters is a small percentage of the total cost). The 
Appendix describes equations for filter derivation.

Data domain LS migration
This is a more contentious procedure, because if we want to com-
pare pre-stack field data with modelled data, we need to consider 
any true AVO effects in the field data (so as to preserve such 
behaviour, e.g. Kuhl and Sacchi 2003), and this would require an 
elastic migration and demigration procedure, plus a description of 
the elastic properties. For image domain LS methods, this aspect 
is not an issue, as we are simply comparing acoustic migrated 
field data with synthetic acoustically modelled and migrated data.

As outlined in Table 1, one method would be to subtract the 
field data shot gathers from the synthetic (modelled) shot gathers 
to form a residual. Then we migrate this residual, and subtract a 
scaled version of this ‘residual image’ from the original field data 
migrated image (and iterate if desired). Alternatively, we could 
create shaping operators to make the synthetic traces resemble 
the real traces, then apply these operators to the synthetic traces 
and migrate them. Equation A1 in the Appendix describes the LS 
migration in the data domain.

Compared to the cost of LS migration in the image domain, 
the data domain approach is much more costly due to its iterative 
nature, and comparison of the two approaches (Fletcher et al., 
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of being mainstream, established, routine technology. However, 
given some recent developments in FWI imaging (Appendix 1) 
it could be suggested that LS migration methods will become 
obsolete before they get to become routine. Given that the Earth’s 
reflectivity structure is related to impedance contrasts across 
reflecting layer boundaries, then assessing the changes in velocity 
across these boundaries can be used as a proxy for reflectivity if 
combined with some estimate of the associated density changes. 
Thus, taking the derivative (normal to the layer boundaries) of a 
high-frequency FWI velocity model and scaling with a density 
proxy can produce an emulation of the Earth’s reflectivity struc-
ture (Zhang et al., 2020): see equations A6-A11 in the Appendix 
for the derivation of the FWI image from the estimated velocity. 
Nevertheless, more accurate physics for the propagators as well 
as better constraints for properties such as density and shear 
wave velocity are still required for separating acoustic and elastic 
effects and producing a more geologically accurate image. We 
note that the synthetics used for LS migration are computed with 
Born modelling or de-migration, while most FWI work uses full 
wave modelled synthetics in which interfaces are embedded in 
the velocity model.

Given that FWI using a two-way propagator (such as used 
in RTM) can in principle model all classes of multiples, the 

we could perform regular LS modification with a corresponding 
non-Q demigration/remigration scheme. This would be self-con-
sistent, and leave us no worse off than before, but if there were 
significant attenuation issues in the data, these would still need to 
be dealt with using some form of Q compensation before or after 
migration. By performing the LS migration having ignored Q 
effects, we would at least have dealt with all the other aforemen-
tioned problems that LS migration tries to address. Alternatively, 
we could employ a true Q-migration scheme (e.g. da Silva et 
al., 2020) and a corresponding Q-demigration to go with it (e.g. 
Dutta and Schuster 2014; Cavalca et al., 2015; 2016). In addition, 
intermediate routes could also be followed, wherein we used a 
Q-migration, but then employed a (non-Q) demigration for the 
modelling phase of the LS procedure. The rationale for this latter 
(apparently contradictory) route is that the initial Q-migration 
will have removed the earth attenuation effects from the initial 
image, and thereafter we can justify using a non-Q demigration, 
thereby relying on the LS procedure to compensate for the more 
usual migration shortcomings (e.g. Chen et al., 2019).

Full waveform inversion imaging
Currently, LS migration is used on many, but not all, imaging 
projects, and could thus be viewed as being almost at the point 

Figure 2 Field data Kirchhoff CRP gathers. Figure 4 Field data Kirchhoff preSDM stack.

Figure 3 Synthetic modelled CRP gathers: note the absence of noise and perfect 
gather flatness.

Figure 5 LS Kirchhoff preSDM. Arrows point at evident improvement areas in the 
image.



F I R S T  B R E A K  I  V O L U M E  4 1  I  M A R C H  2 0 2 3 3 1

TECHNICAL ARTICLE

rich azimuth coverage are all important for deriving an accurate 
velocity model. Hence, it is expected that the more accurate and 
better-resolved FWI images utilise data acquired with all or some 
of these characteristics. The downside of high-resolution imaging 
with FWI is the associated cost: in order to obtain an image with 
a comparable bandwidth to a conventional migration, we need 
to run the FWI to a comparably high frequency, which is costly. 
However, if we did this, the image so derived could be thought 
of as an LS RTM with regularisation-constraint smoothing which 

velocity model estimated using FWI can make use of the mod-
elled multiples in estimating this model. In addition, noting that 
multiples tend to have more vertical angles of incidence than  the 
associated primary reflections, an image obtained using multiples 
and primaries should have higher vertical resolution than a 
‘primaries-only’ image. Also, and perhaps more importantly, 
FWI uses various forms of regularisation to constrain the result 
of the underlying data-domain velocity inversion with assorted 
image domain (model) constraints. Such constraints can include 
perturbation smoothing using the structural tensor (Hale, 2009), 
or a total variation norm (Anagaw and Sacchi, 2011). These 
constraints tend to reduce the classical migration noise which is 
present in the FWI gradient and visible in conventional migration 
results, such that the FWI velocity field is more ‘noise-free’ than 
the associated migrated image. Hence, if we derive an image by 
taking the derivative of the velocities (along a direction normal to 
the structural interfaces) we will most likely obtain a cleaner and 
better-resolved image than that obtained from the corresponding 
conventional migration. However, in order for the modelling to 
reproduce a given class of multiples (such as the ‘interbeds’), 
the multiple-generating layers must have been successfully 
incorporated into a mostly correct velocity model during FWI. 
As has been demonstrated in recent FWI applications, availability 
of ultra-low-to-low frequencies, long to ultra-long offsets and 

Figure 6 Amplitudes on a target horizon from field data Kirchhoff preSDM stack.

Figure 7 Amplitudes on the target horizon from LS preSDM stack.

Figure 8 a) Field RTM angle gathers. b) Synthetic RTM angle gathers. c) LS RTM 
angle gathers.
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of the LS migration can be better observed in an amplitude slice 
extracted from an interpreted horizon, as shown in Figures 6 
and 7. Additional denoise and multiple suppression were also 
performed on both the original and the LS migrations.

In the second example, a 45 Hz RTM stack of a NAZ 
dataset after processing is used as the pilot reflectivity to generate 
synthetic seismograms that are then migrated for computing 3D 
filters as in the previous example. The main expectation of using 
LS migration in this project is to improve the amplitudes of both 
the gathers and image due to variations in illumination, and a 
secondary objective is to extend the bandwidth of the signal for 
both sediments and pre-salt sections. The CRP gathers of the 
field data are shown in Figure 8a and the synthetic gathers are 
shown in Figure 8b. For this example, LS filters were estimated 
per angle-class with the field RTM stack used as the target image. 
To preserve signal and amplitude variations with angle, the filters 
are designed and applied for each angle-class independently 
(Figure 8c). It is also possible to design the filters using partial 
angle stacks and then apply the filters on individual angles. In our 
testing, we have not seen an advantage in doing so (not shown 
here for brevity), but it is expected that this is signal dependent 
and there might be individual angle sections with poor SNR due 

had incorporated the contribution of (the modelled) multiples in 
deriving the image. LS migration specially in the image domain, 
will likely still be a viable solution for improving a standard 
image given its reduced cost compared to its data domain coun-
terpart and to imaging with FWI.

Examples
We present two examples that display some of the benefits of 
applying LS migration in the image domain using local matching 
filters. The standard field data image with little post-processing 
is used as target reflectivity. In both cases, LS migration is 
performed with a high-quality velocity model that produces flat 
common image gathers and a final migrated stack with little 
post-processing. The choice of using image domain versus data 
domain is driven by efficiency given project size and the relative-
ly high frequency being targeted. We have found that using the 
migrated field stack as target reflectivity, as opposed to PSFs, has 
advantages for QCing the results, since the synthetic and field 
images can be compared against each other to determine areas 
of improvement as well as potential problems such as numerical 
artifacts introduced by the modelling.

It should also be noted, that any non-primary energy in 
the field data (such as multiples, converted modes, and other 
coherent noise) will tend to degrade the synthetic modelled data: 
consequently, some judicious additional filtering of the input field 
data can sometimes be advisable.

In the first example, a streamer narrow-azimuth (NAZ) 
dataset is imaged with a TTI Kirchhoff migration. Figure 2 shows 
the real migrated CRP gathers and Figure 3 a re-migration of 
synthetic gathers modelled with a Kirchhoff scheme. Key factors 
of the modelling are the handling of antialiasing and the control 
of amplitudes from the ray tracing. Notice that the remigrated 
gathers show signal all the way out to the maximum offset and 
perfectly aligned events since modelling and migration operations 
rely on the same velocity model. Furthermore, noise observed in 
the field data such as residual surface-related multiples, internal 
multiples and mode conversions are not present in the synthetic 
migrated gathers which are much cleaner. The main purpose of 
applying the LS migration in this project is to extend continuity of 
reflectors and reduce the potential of amplifying high-frequency 
noise from the raw image, achieved by using relatively large 
image sub-volumes and optimising the filter length.

Least-squares filters are obtained as an illumination com-
pensation correction associated with blurring resulting from the 
migration operation. The filters can be designed to target the 
higher SNR and event continuity in the section, and target some 
of the noise in their application. It is easier to see the advantages 
of LS migration in this example by comparing the field migrated 
stack before and after application of the filters in the individual 
offsets (Figures 4 and 5 respectively). The arrows in Figure 
5 point to areas in the stack where improvements in SNR are 
observed, mostly in reducing high-frequency noise and improv-
ing event continuity. We want to apply LS migration filters to 
relatively raw gathers without a denoise process that potentially 
eliminates high frequencies, so any additional processing, such 
as remnant multiple suppression, can be applied after the LS 
modification. The reduction of noise and improved illumination 

Figure 9 Field RTM stack. The stack is used as reflectivity image for generating 
synthetic seismograms.

Figure 10 Stack of LS RTM angle gathers. Arrows mark areas of improved 
illumination.
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The blue arrows in Figure 10 point to areas of better illumination 
after LS migration. Figures 12 and 13 show horizontal slices in 
the sedimentary section at an intermediate depth in the image, 
for the field RTM stack and LS RTM result. The most noticeable 
effects are the enhanced resolution and a slight improvement in 
amplitudes depicting an improved amplitude balance laterally. 
Although differences are relatively small, the LS migrated image 
helps interpretability of events and makes it an overall better 
product for amplitude analysis.

Conclusions
Least-squares modification of a migrated image can provide 
better resolution and a cleaner image than that obtained in a 
conventional migration. A single-pass approach can prove to be a 
very cost-effective way to enhance a migration. LS migration in 
the image domain is preferred over the data domain approach in 
the industry due to its higher benefit over cost ratio. LS imaging 
can be employed for any migration algorithm in time or depth 
domain, post- or pre-stack migration, ray or wave equation-based 
migration. However, given the emergence of FWI-imaging, 
data-domain LS migration as a thing in itself might become 
obsolete before it becomes fully established. But, it should be 
remembered that the LS minimisation methodology is in fact 
being used within full waveform inversion, hence the principles 

to poor illumination and poor data sampling. Another character-
istic of our implementation is in adjusting filter parameters such 
as probe size and filter length spatially. This is needed because 
of expected variations of SNR mostly with depth and frequency. 
Figure 9 shows the field data RTM stack and Figure 10 the 
image resulting from stacking the LS RTM angle gathers from 
Figure 8c. Comparing these stacks, the most noticeable effect 
corresponds to an extended bandwidth of the LS RTM image, 
also seen in the spectra plots of Figure 11. Notice the higher 
bandwidth enhancement in the horizontal direction (Figure 11c). 

Figure 11 a) Amplitude spectra of input RTM stack (red) and LS RTM stack (blue). 
b) Wavenumber plot for RTM stack. c) Wavenumber plot for LS RTM stack.

Figure 12 Horizontal slice at intermediate depth from field RTM stack.

Figure 13 Corresponding slice from LS RTM stack.
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N. [2021]. Simultaneous inversion of velocity and reflectivity, First 
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of LS inversion are still being employed, albeit in a slightly 
different guise. Through this optic, LS migration can be viewed 
as being extended rather than becoming obsolete.
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Where ε is a regularisation coefficient and f the matching filter 
which is solved through an iterative method, and then apply the 
derived operators, f, to the field raw migration, m0, to obtain the 
image domain LS migration:

mLS = f* m0  A5

Full waveform inversion imaging.
Recall that the observed reflectivity is a manifestation of 
impedance contrasts at subsurface lithological interfaces (where 
impedance, I, is the product of density and interval velocity):

R = ( ρ2v2 – ρ1v1)/( ρ2v2 + ρ1v1) A6

Hence a subsurface image can be represented by the change in 
impedance for zero angle of incidence at a dipping layer, and can 
be written as:

 A7

Where n represents the normal direction. This can be rewritten in 
terms of local dips as:

 A8

Where ρ is the average density across the layer, θ is the dip, and 
φ is the azimuth of the normal vector (e.g. Zhang, et al. 2020).

Alternatively, for clastic sediments, we could use the Gardner 
relationship (Gardner et al., 1974) to approximate density:

ρ = 0.31 v0.25  A9

Where v is the P-wave interval velocity measured in m/s, and 
substituting into A6 obtain:

R = ( v2
1.25 – v1

1.25)/( v2
1.25 + v1

1.25) A10

Setting w=v1.25 and using the chain rule, then gives:

 A11

Again, where w=v1.25 .

However, in order to obtain a useful image, the velocities being 
used must be estimated with a frequency staging strategy that 
avoids cycle skipping, before introducing high wavenumbers 
into the inversion. An example of this can be found in: Zhang et 
al., 2020; Liu et al., 2021; Salaun et al., 2021; and Wang et al.,  
2021.

Zhou, W., Brossier, R., Operto, S., Virieux, J. [2015]. Full waveform 
inversion of diving and reflected waves for velocity model building 
with impedance inversion based on scale separation, Geophysical 
Journal International, 202, 1535-1554.

Appendix 1
Formal description of least squares image modification and FWI 
imaging (assuming linear operators)

Given the following definitions:
Migration operator: Lt ,
Modelling operator: L (which is the adjoint of Lt) ,
Hessian operator: Lt L ,
Recorded field data shot records: dfield ,
Initial image from the field data: m0 = Ltdfield ,
Synthetic shot gathers created from the initial image: Lm0 ,
Residual shot gathers: Δdn = (dfield - Lm0 ).

Data domain LS migration:
The data domain LS migration mn, for the (n+1)th iteration (n = 0, 
1, 2 …), can be written as:

 mn+1 = mn + αLt Δdn A1

Where α is a perturbation steepest descent constant.
For an RTM algorithm, this LS modification can be formulat-

ed as a variation on FWI wherein the residual is backpropagated 
to form a gradient, which is then used to drive an image update 
rather than a velocity update.

Image domain LS migration:
If we are working with data after multiple suppression, then we 
only want to model primaries in the synthetic data, hence we can 
use, for example, single-scattering Born modelling to work with 
the migration velocity field and the raw migration image, m0, to 
obtain synthetic data d1:

d1 = Lm0 A2

We can then re-migrate these data to obtain a new image m1

m1 = L
td1 ,

m1 = L
t L m0  A3

Where Lt L is the Hessian operator, which we can approximate by 
designing matching filters, f, that turn the raw migration image 
(m0) into a least-squares image (mLS). For this, we minimise the 
cost-function:

 A4




